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ABSTRACT
Matrix representation of a limit of variance for circular process is given. It is shown that the variance is asymptotically measured by the decrease in spectral energy in one step of a Markov chain. Then we apply this result to a stochastic differential equation with parametric noise (which arises in mathematical neuroscience) and demonstrate how the results can be used to analyze propagation of a signal in sound mechanism.
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1. Introduction

Approximation of stochastic differential equations (SDEs) with parametric noise plays an important role in a range of application areas, including engineering, mechanics, epidemiology, and neuroscience. A complete understanding of SDE theory with perturbed noise requires familiarity with advanced probability and stochastic processes. In this paper, we derive an asymptotic estimate of variance, and it is shown that numerical method gives a useful step toward solving SDEs with perturbed noise. Our goal is to diffuse the results to an audience not entirely familiar with functional notations or semi-group theory, but who might nonetheless be interested in the practical simulation of dynamical systems with fast noise or a slow manifold. A realization of a stochastic process \( \theta \) determines a realization of the process

\[
\xi(t) := t^{-1/2} \int_0^t \varphi(\theta(s)) \, ds
\]

where \( \varphi \) is a given real function. A discrete-time equivalent of (1.1) for a chain \( \{\theta_k\}_{k \geq 0} \) whose state changes every unit time is

\[
\xi_N := N^{1/2} \sum_{n=0}^{N-1} \varphi(\theta_n)
\]

Expressions of form (1.1) or (1.2) arise in the approximation of SDEs with parametric noise. In this context, the asymptotic behavior of \( \xi(t) \) as \( t \to \infty \) or \( \xi_N \) as \( N \to \infty \) is of particular interest.
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This work has been dedicated to this question in particular when \( \theta \) is a discrete-space Markov chain/process. Most recent contributions have aimed in general at relaxing the assumptions on \( \theta \) Skorokhod (2000), Skorokhod, Hoppensteadt, and Salehi (2002). Typically, an estimate of the form

\[
\xi \approx \mathcal{N}(0, \sigma^2) \tag{1.3}
\]

\( t \to \infty \) or \( N \to \infty \)

is obtained, i.e., \( \xi \) is asymptotically normally distributed with variance \( \sigma^2 \) depending on \( \varphi \) and \( \theta \). This result is known as a Functional Central Limit Theorem (FCLT).

We present in Sec. 2 an intuitive and self-contained proof for time-continuous processes (1.1), including a description of the fairly standard assumptions used (compact state space for \( \theta \), homogeneity, and mixing). Our goal is to diffuse the results to an audience not entirely familiar with functional notations or semi-group theory, but who might nonetheless be interested in the practical simulation of dynamical systems with fast noise or a slow manifold. Section 3 covers similar ideas for discrete-time Markov chains (1.2).

We present in Sec. 4 a self-contained proof for a limit of variance for discrete-space Markov chains as an extension of the recently published paper Rahman and Welfert (2013). In Sec. 5, we study a model in mathematical neuroscience that has some explanation in Hoppensteadt and Izhikevich (2006), Hoppensteadt (1997). There is a deterministic basis for this model, and additive noise does not capture the separate variation parameters encountered. Therefore, we consider the problem with parametric noise. In Sec. 6, we investigate how noise can slow down the wave propagation in \( \theta \)-network model arises in mathematical neuroscience.

### 2. FCLT for Markov processes

Let \( \theta(t) \) be a (continuous-time) Markov process in a measurable space \( (\Theta, d\Theta) \) with transition probability

\[
0 \leq P(s, t, \theta, d\theta') \equiv P(\theta(t) \in d\theta' | \theta(s) = \theta) \leq 1 \tag{2.4}
\]

for \( 0 \leq s \leq t, \theta \in \Theta \) and \( d\theta' \in d\Theta \). In other words \( P(s, t, \theta, d\theta') \) is the probability that \( \theta(t) \) is in the subset \( d\theta' \) when “started” at \( \theta(s) = \theta \).

#### 2.1. Assumptions

**A1** \( \theta(t) \) is homogeneous (or stationary), i.e.,

\[
P(s, t, \theta, d\theta') = P(0, t - s, \theta, d\theta') \tag{2.5}
\]

for any \( 0 \leq s \leq t \).

In the following, we write \( P(t - s, \theta, d\theta') \) for \( P(0, t - s, \theta, d\theta') \). We also require that

\[
\lim_{t \to 0} P(t, \theta, d\theta') = P(0, \theta, d\theta') = \chi (\theta, d\theta') = \begin{cases} 
1 & \text{if } \theta \in d\theta' \\
0 & \text{otherwise}
\end{cases} \tag{2.6}
\]

The expected value of a bounded function \( \varphi(\theta(t)) \) with \( \theta(s) = \theta \) for some \( s \leq t \) is

\[
E_{\theta(s) = \theta} [\varphi(\theta(t))] \equiv \int_{\Theta} \varphi(\theta') P(s, t, \theta, d\theta') = \int_{\Theta} \varphi(\theta') P(t - s, \theta, d\theta') \tag{2.7}
\]
A consequence of [A1] is
\[
E_{\theta(s)=\theta} \{ \varphi(\theta(t)) \} = E_{\theta(0)=\theta} \{ \varphi(\theta(t-s)) \}
\] (2.8)
The relation \( E_{\theta(t)=\theta} \{ \varphi(\theta(t)) \} = \varphi(\theta) \) for any \( t \geq 0 \) follows from (2.6). Taking \( \varphi(\theta) = 1 \) for all \( \theta \in \Theta \) in (2.7) yields the stochastic property
\[
\int_{\Theta} P(t, \theta, d\theta') = E_{\theta(0)=\theta} \{ 1 \} = 1
\] (2.9)
for any \( \theta \).

A2 \( \theta(\cdot) \) has the Markov property (Borodin and Salminen, 2002, p. 6)
\[
E_{\theta(0)} \{ \varphi(\theta(s)) \psi(\theta(t)) \} = E_{\theta(0)} \{ \varphi(\theta(s)) E_{\theta(s)} \{ \psi(\theta(t)) \} \}
\] (2.10)
for all \( 0 \leq s \leq t \) and all bounded function \( \varphi \) and \( \psi \).

If \( \varphi = 1 \) \( \Theta \) (2.10) reduces to
\[
E_{\theta(0)} \{ \psi(\theta(t)) \} = E_{\theta(0)} \{ E_{\theta(s)} \{ \psi(\theta(t)) \} \}
\] (2.11)
Another form of (2.11) can be obtained by substituting (2.7):
\[
\int_{\Theta} \psi(\theta'') P(t, \theta, d\theta'') = \int_{\Theta} E_{\theta(\cdot)=\theta'} \{ \psi(\theta(t)) \} P(s, \theta, d\theta')
\]
\[
= \int_{\Theta} \int_{\Theta} \psi(\theta'') P(t-s, \theta', d\theta'') P(s, \theta, d\theta'),
\] (2.12)
which reduces to the Chapman–Lomonosov equation (Borodin and Salminen, 2002, p. 3)
\[
P(t, \theta, d\theta'') = \int_{\Theta} P(t-s, \theta', d\theta'') P(s, \theta, d\theta')
\] (2.13)
valid for any \( 0 \leq s \leq t \). The relation (2.13) is illustrated in Figure 1. It also implies
\[
(\partial_t P)(u, \theta, d\theta') \approx_{\Delta t \to 0} (\Delta t)^{-1} \left( P(u + \Delta t, \theta, d\theta') - P(u, \theta, d\theta') \right)
\]
\[
=_{\Delta t \to 0} (\Delta t)^{-1} \int_{\Theta} P(u, \theta, d\theta'') \left( P(\Delta t, \theta'', d\theta') - P(0, \theta'', d\theta') \right)
\]
\[
\approx_{\Delta t \to 0} \int_{\Theta} P(u, \theta, d\theta'')(\partial_t P)(0, \theta'', d\theta')
\]
\[
=_{\Delta t \to 0} \int_{\Theta} P(u, \theta, d\theta'') Q(\theta'', d\theta')
\] (2.14)

**Figure 1.** Sample paths \( \theta(t) \) originating from \( \theta(0) = \theta \) and landing in \( d\theta'' \) at time \( t \). Each path passes through a subset \( d\theta' \) of \( \Theta \) at time \( s \).
using (2.6) and defining the *infinitesimal generator* 

\[ Q(\theta, d\theta') \equiv (\partial_t P)(0, \theta, d\theta') \]  

(2.15)

The differential Equation (2.14) and initial condition (2.6) define \( P(t, \theta, d\theta') \) for all \( t > 0 \) and any \( \theta \in \Theta \) and \( d\theta' \in d\Theta \).

A3 \( \theta(t) \) satisfies

\[ E_{\theta(0)=\theta} \left[ t^{-1} \int_0^t \varphi(\theta(s)) \, ds \right] \approx t^{-1} \int_0^t E_{\theta(0)=\theta}[\varphi(\theta(s))] \, ds \]  

(2.16)
as \( t \to \infty \), for all bounded functions \( \varphi \), uniformly in \( \theta = \theta(0) \)

A4 \( \rho(d\theta') \equiv \lim_{t \to \infty} t^{-1} \int_0^t P(s, \theta, d\theta') \, ds \) exists uniformly in \( \theta(0) = \theta [A3] \) and [A4] imply

\[ \lim_{t \to \infty} t^{-1} \int_0^t E_{\theta(0)=\theta}[\varphi(\theta(s))] \, ds = \int_{\Theta} \varphi(\theta') \rho(d\theta') \]  

(2.17)

By (2.17) condition (2.16) can therefore be reformulated as the *ergodic property*

\[ \lim_{t \to \infty} E_{\theta(0)=\theta} \left[ t^{-1} \int_0^t \varphi(\theta(s)) \, ds \right] = \int_{\Theta} \varphi(\theta') \rho(d\theta') \]  

(2.18)
i.e., the expected long time average is \( \varphi(\theta(t)) \) is the ensemble average. Letting \( s \to \infty \) with \( t - s = u \) fixed in (2.12) shows that

\[ \int_{\Theta} \psi(\theta'') \rho(d\theta'') = \int_{\Theta} \psi(\theta'') \int_{\Theta} P(u, \theta', \theta''') \rho(d\theta') \]  

(2.19)

for any \( u \geq 0 \). Note that [A4] holds if

\[ \rho(d\theta') = \lim_{t \to \infty} P(t, \theta, d\theta') \]  

(2.20)
exists uniformly in \( \theta \) (Cesaro mean theorem). The strong form of (2.19) then reads

\[ \rho(d\theta'') = \int_{\Theta} P(u, \theta', d\theta''') \rho(d\theta') \]  

(2.21)

A5 The integral

\[ \mathcal{R}\varphi(\theta) \equiv \int_0^\infty E_{\theta(0)=\theta}[\varphi(\theta(u))] \, du \]  

(2.22)

converges uniformly in \( \theta(0) = \theta \).

From (2.17) a necessary condition for (2.22) to converge is

\[ \int_{\Theta} \varphi(\theta') \rho(d\theta') = 0 \]  

(2.23)

### 2.2. FCLT

**Theorem 2.1.** If [A1, A2, A3, A4, A5] hold for \( \theta \) and \( \varphi \) satisfies the zero average condition (2.23) then the function \( \xi(t) \) from (1.1) satisfies

\[ \xi(t) \approx \mathcal{N}(0, \sigma^2), \quad \sigma^2 = 2 \int_{\Theta} \varphi(\theta) \mathcal{R}\varphi(\theta) \rho(d\theta) \]  

(2.24)
Proof. Note that \( \mathcal{R}\varphi(\theta) \) can also be written

\[
\begin{align*}
\mathcal{R}\varphi(\theta) &= \int_0^\infty E_{\theta(0)=\theta} [\varphi(\theta(u + s))]du \\
&= \int_0^\infty E_{\theta(s)=\theta} [\varphi(\theta(u + s))]du \quad \text{(by (2.8), i.e., [A1])} \\
&= \int_s^\infty E_{\theta(s)=\theta} [\varphi(\theta(u))]du \quad \text{(change of variable)} \quad (2.25)
\end{align*}
\]

for any \( s \geq 0 \). We have

\[
E[\xi(t)] = t^{-1/2} \int_0^t E_{\theta(0)=\theta} [\varphi(\theta(s))]ds \quad \text{(by [A3])}
\]

\[
\approx t^{-1/2} \mathcal{R}_{\omega}\varphi(\theta) \to 0 \quad \text{(by [A5])}
\]
as \( t \to \infty \). On the other hand

\[
E[\xi^2(t)] = E_{\theta(0)=\theta} \left[ t^{-1} \int_0^t \varphi(\theta(s)) \int_s^t \varphi(\theta(u)) du ds \right]
\]

\[
= 2E_{\theta(0)=\theta} \left[ t^{-1} \int_0^t \varphi(\theta(s)) \int_s^t \varphi(\theta(u)) du \right] ds \quad (2.26)
\]

\[
\approx 2t^{-1} \int_0^t E_{\theta(0)=\theta} \left[ \varphi(\theta(s)) \int_s^t \varphi(\theta(u)) du \right] ds \quad \text{(by [A5])} \quad (2.27)
\]

\[
= 2 \int_0^t E_{\theta(0)=\theta} \left[ \varphi(\theta(s)) E_{\theta(s)} [\varphi(\theta(u))] \right] ds \quad \text{(by [A2])}
\]

\[
\approx 2t^{-1} \int_0^t E_{\theta(0)=\theta} \left[ \varphi(\theta(s)) E_{\theta(s)} [\varphi(\theta(u))] \right] ds \quad \text{(by [A5])}
\]

\[
\approx 2t^{-1} \int_0^t E_{\theta(0)=\theta} \left[ \varphi(\theta(s)) \int_s^\infty E_{\theta(s)} [\varphi(\theta(u))] du \right] ds \quad \text{(by [A4])}
\]

\[
= 2t^{-1} \int_0^t E_{\theta(0)=\theta} [\varphi(\theta(s)) \mathcal{R}\varphi(\theta(s))] ds \quad \text{(by [A3], (2.17))} \quad (2.28)
\]
as \( t \to \infty \). The limit \( \int_s^t \to \int_s^\infty \) is justified by the fact that

\[
\lim_{t \to \infty} f(t, g(t)) = \lim_{t \to \infty} f(t, \lim_{t \to \infty} g(t))
\]

for continuous functions \( f \) and \( g \) provided all limits exist. \(\square\)

3. FCLT for Markov chains

We now turn to discrete-time Markov processes, i.e., chains. For simplicity we assume that \( \theta \) changes at regular time intervals.

3.1. FCLT

First, we assume that updates are made every unit time, i.e.,

\[
\theta(t) = \theta_{\lfloor t \rfloor} \quad (3.29)
\]
Then
\[ \xi(N) = N^{-1/2} \sum_{n=0}^{N-1} \varphi(\theta_n) \]

Define
\[ R^{1,0}_\theta(\varphi) \equiv \sum_{n=0}^{N-1} E_{\theta_0=\theta}[\varphi(\theta_n)] \]  
(3.30)

and
\[ R^{1,1}_\theta(\varphi) \equiv \sum_{n=1}^{N-1} E_{\theta_0=\theta}[\varphi(\theta_n)] \]  
(3.31)

Observe that
\[ R^{1,0}_\theta(\varphi) = E_{\theta_0=\theta}[\varphi(\theta_0)] + R^{1,1}_\theta(\varphi) = \varphi(\theta) + R^{1,1}_\theta(\varphi) \]  
(3.32)

Integrals appearing in Sec. 2 can be straightforwardly replaced by discrete sums except in (2.26). This is because in the folding process: square \(0 \leq s, u \leq t\) \(\rightarrow\) triangle \(0 \leq s \leq u \leq t\), the line \(s = u\) is counted twice in the discrete case, so one occurrence must be subtracted. Specifically,
\[
E[\xi^2(N)] = E_{\theta_0=\theta} \left[ \sum_{n=0}^{N-1} \varphi(\theta_n) \sum_{p=0}^{N-1} \varphi(\theta_p) \right] \\
= 2E_{\theta_0=\theta} \left[ \sum_{n=0}^{N-1} \varphi(\theta_n) \sum_{p=n}^{N-1} \varphi(\theta_p) \right] - E_{\theta_0=\theta} \left[ \sum_{n=0}^{N-1} \varphi^2(\theta_n) \right] 
\]
The first term is the discrete analog of (2.27) and asymptotically converges to (2.28), while the second term converges to
\[ \int_\Theta \varphi^2(\theta) \rho(d\theta) \]
according to (2.18). Since \(\xi(t) \approx \xi(N)\) as \(N = \lfloor t \rfloor \rightarrow \infty\), this shows
\[ E[\xi^2(t)] \approx 2 \int_\Theta \varphi(\theta) R^{1,0}_\theta(\varphi) \rho(d\theta) - \int_\Theta \varphi^2(\theta) \rho(d\theta) \]  
(3.33)
as \(t \rightarrow \infty\). The relation (3.32) yields the equivalent form
\[ E[\xi^2(t)] \approx 2 \int_\Theta \varphi(\theta) R^{1,1}_\theta(\varphi) \rho(d\theta) + \int_\Theta \varphi^2(\theta) \rho(d\theta) \]  
(3.34)
To obtain a similar result when updates are made every \(\Delta t > 0\), i.e.,
\[ \theta(t) = \theta_0 + \Delta t \]
(3.35)
consider the random process
\[ \theta_{\Delta t}(t) \equiv \theta(t \Delta t) \]
and define
\[ \xi_{\Delta t}(t) = t^{-1/2} \int_0^t \varphi(\theta_{\Delta t}(s))ds \]
\[ = (\Delta t)^{-1} t^{-1/2} \int_0^{\Delta t} \varphi(\theta(u))du \]
\[ = (\Delta t)^{-1/2} \xi(t \Delta t) \] (3.36)

and (using \( \theta_{\Delta t}(0) = \theta(0) \))
\[ \mathcal{R}^{\Delta t,0} \varphi(\theta) = \int_0^{\infty} E_{\theta(0) = \theta}[\varphi(\theta(s))]ds \]
\[ = \Delta t \int_0^{\infty} E_{\theta(0) = \theta}[\varphi(\theta(u))]du \]
\[ = \Delta t \int_0^{\infty} E_{\theta_{\Delta t}(0) = \theta}[\varphi(\theta_{\Delta t}(u))]du \]
\[ = \Delta t \mathcal{R}^{1,0} \varphi(\theta) \] (3.37)

Because \( \theta_{\Delta t}(t) = \theta_{(t]} \), we can apply (3.34) to \( \theta_{\Delta t}(t) \) and \( \xi_{\Delta t}(t) \). Note that the space \( \Theta_{\Delta t} \) of possible outcomes of \( \theta_{\Delta t} \) is equal to \( \Theta \) and that \( \rho_{\Delta t}(d\theta_{\Delta t}) = \rho(d\theta) \). From (3.36) and (3.37) we obtain, as \( N \to \infty \)
\[ E[\xi(N\Delta t)] = (\Delta t)^{1/2} E[\xi_{\Delta t}(N)] \approx 0 \]

and
\[ E[\xi^2(N\Delta t)] = \Delta t E[\xi_{\Delta t}^2(N)] \quad \text{(by (3.36))} \]
\[ \approx 2 \Delta t \int_{\Theta_{\Delta t}} \varphi(\theta_{\Delta t}) \mathcal{R}^{1,0} \varphi(\theta_{\Delta t}) \rho_{\Delta t}(d\theta_{\Delta t}) \]
\[ - \Delta t \int_{\Theta_{\Delta t}} \varphi^2(\theta_{\Delta t}) \rho_{\Delta t}(d\theta_{\Delta t}) \quad \text{(by (3.33))} \]
\[ = 2 \int_{\Theta} \varphi(\theta) \mathcal{R}^{\Delta t,0} \varphi(\theta) \rho(d\theta) - \Delta t \int_{\Theta} \varphi^2(\theta) \rho(d\theta) \quad \text{(by (3.37))} \]
\[ = 2 \int_{\Theta} \varphi(\theta) \mathcal{R}^{\Delta t,1} \varphi(\theta) \rho(d\theta) + \Delta t \int_{\Theta} \varphi^2(\theta) \rho(d\theta) \]

using
\[ \mathcal{R}^{\Delta t,1} \varphi(\theta) = \mathcal{R}^{\Delta t,0} \varphi(\theta) - \Delta t \varphi(\theta) = \Delta t \sum_{n \geq 1} E_{\theta_{n} = \theta}[\varphi(\theta_{n})] \] (3.38)

4. FCLT for discrete-space Markov chains

We now turn to the case where \( \Theta = \{\theta_1, \ldots, \theta_n\} \) and let
\[ \theta = \begin{bmatrix} \theta_1 \\ \vdots \\ \theta_n \end{bmatrix}, \quad \varphi(\theta) = \begin{bmatrix} \varphi(\theta_1) \\ \vdots \\ \varphi(\theta_n) \end{bmatrix}, \quad \text{and} \quad \xi = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix} \]

The transition probability \( P(\Delta t, \theta, d\theta' \}) \) can be represented by an \( n \times n \) matrix \( P \) such that \( P_{i,j} = P(\Delta t, \theta_i, \theta_j) \) denotes the probability that \( \theta(t) = \theta_j \) if \( \theta(0) = \theta_i \) (\( P \) depends on \( \Delta t \),...
but this dependence is omitted from the notation for simplicity). The matrix $P$ satisfies the following properties.

- $P$ is non negative (its entries are probabilities).
- $P$ is stochastic; i.e., $P \varepsilon = \varepsilon$ (one of the $\theta_i$ must be the outcome of a transition from $\theta_i$).

Then $\lambda_1 = 1$ is an eigenvalue of $P$ and $1 \leq \rho(P) \leq \|P\|_\infty = 1$ shows that all other eigenvalues have modulus at most 1. We shall assume that

- $P$ is irreducible, i.e., any state $\theta_j$ can be eventually be reached in a finite number of steps with a non zero probability (this is the case if $P > 0$). This implies that $\lambda_1 = 1 = \rho(P)$ has multiplicity one (e.g., see Berman and Plemmons 1994).
- $P$ is aperiodic (or acyclic, e.g., not a permutation). This implies that $|\lambda_j| < 1$ for $j = 2, \ldots, n$ (e.g., see Karlin 1966; the chain is then called regular).

The above conditions guarantee the existence of a unique vector $v > 0$ such that

$$v^T \varepsilon = 1 \quad (4.39)$$

and $\lim_{N \to \infty} P^N = ev^T$. The vector $v$ is the unique positive left eigenvector associated to $\lambda_1 = 1$ satisfying (4.39). It is natural to consider the (spectral) decomposition

$$P = ev^T + S \quad (4.40)$$

where

$$v^T S = 0, \quad S \varepsilon = 0 \quad (4.41)$$

and $\rho(S) < 1$. From Chapman-Kolmogorov equation and the homogeneity property (see, Rahman and Welfert 2013), we have

$$P(2\Delta t, \theta_i, \theta_j) = \sum_{k=1}^n P(\Delta t, \theta_i, \theta_k)P(\Delta t, \theta_k, \theta_j) = \sum_{k=1}^n P_{i,k}P_{k,j} = P^2_{i,j},$$

and, by induction

$$P(N\Delta t, y_i, y_j) = P^N_{i,j} = (ev^T + S^N)_{i,j} \approx (ev^T)_{i,j} = v_j$$

as $N \to \infty$, independently of $i$ (i.e., $\theta_i$). Thus

$$v = \rho_{\Delta t}(\theta) \quad (4.42)$$

defines the limit distribution from condition [A3]. An explicit expression of the coefficients of $v$ in terms of the coefficients of $P$ can be found in (Romanovsky 1970, p. 21).

The zero average condition on $\varphi$ becomes

$$0 = \int_{\Theta} \varphi(\theta) \rho(d\theta) = \sum_{j=1}^n \varphi(\theta_j)\rho(\theta_j) = \rho(\varphi(\theta))^T \varphi(\theta) = v^T \varphi(\theta) \quad (4.44)$$
The relation (4.44) implies \( P\varphi(y) = \varphi(y) \). Therefore

\[
\mathcal{R}^{\Delta t, 1} \varphi(\theta) = \Delta t \sum_{N=1}^{\infty} E_{\theta(0) = \hat{\theta}} [\varphi(\theta(N\Delta t))]
\]

\[
= \Delta t \sum_{N=1}^{\infty} P^N \varphi(\theta)
\]

(4.45)

\[
= \Delta t \sum_{N=1}^{\infty} S^N \varphi(\theta)
\]

(4.46)

\[
= \Delta t (I - S)^{-1} S \varphi(\theta)
\]

(4.47)

Note that (4.45) implies

\[
\mathcal{R}^{\Delta t, 1} \varphi(\theta) - PR^{\Delta t, 1} \varphi(\theta) = \Delta t P \varphi(\theta)
\]

Because of (4.41) we also have

\[
v^T \mathcal{R}^{\Delta t, 1} \varphi(\theta) = 0
\]

(4.48)

With \( V = \text{diag}(v) \) we obtain

\[
\sigma^2_{\Delta t} = 2 \sum_{j=1}^{n} \varphi(\theta_j) \rho(\theta_j)(\mathcal{R}^{\Delta t, 1} \varphi(\theta))_j + \Delta t \sum_{j=1}^{n} \varphi^2(\theta_j) \rho(\theta_j)
\]

\[
= 2\Delta t \varphi(\theta)^T V (I - S)^{-1} S \varphi(\theta) + \Delta t \varphi(\theta)^T V \varphi(\theta)
\]

\[
= \Delta t \varphi(\theta)^T V (I - S)^{-1} (I + S) \varphi(\theta)
\]

(4.49)

as \( t \to \infty \). Expression (4.49) represents the limit of a variance and is thus expected to be non-negative. A direct algebraic proof is given in the following.

Let \( P \) satisfy the conditions given at the beginning of this section. Recall that the limit distribution \( v > 0 \), so that the matrix \( V = \text{diag}(v) \) is (diagonal) positive definite. Define the norm \( \| \cdot \|_V \) such that \( \| u \|^2_V = u^T V u \) for \( u \in \mathbb{R}^n \).

**Lemma 4.1.** \( \| P u \|_V \leq \| u \|_V \) for any \( u \in \mathbb{R}^n \).

**Proof.** Let \( \| \cdot \|_V \) also denote the spectral norm induced by \( \| \cdot \|_V \) and \( \rho(A) \) the spectral radius of a matrix \( A \). Then

\[
\| P \|_V^2 = \| V^\frac{1}{2} P \|_2^2
\]

\[
= \rho((V^\frac{1}{2} P)^T V^\frac{1}{2} P)
\]

\[
= \rho(P^T V P)
\]

\[
\leq \| P^T V P \|_\infty
\]

(\( 1 \leq i \leq n \)) \quad (\text{since } P, V \geq 0)

\[
= \max_{1 \leq i \leq n} (P^T V P)_{ii}
\]

(\( 1 \leq i \leq n \)) \quad (\text{since } P \geq \hat{\varepsilon})

\[
= \max_{1 \leq i \leq n} (P^T \varepsilon)_{ii}
\]

(\( 1 \leq i \leq n \)) \quad (\text{since } P \varepsilon = \hat{\varepsilon})

\[
= \max_{1 \leq i \leq n} \varepsilon_i
\]

(\( 1 \leq i \leq n \)) \quad (\text{since } P^T \varepsilon = \varepsilon)

\[
\leq 1
\]
Thus
\[ \|Pu\|_V \leq \|P\|_V \|u\|_V \leq \|u\|_V \]

**Theorem 4.2.** Let \( \varphi(\theta) \in \mathbb{R}^n \) be such that \( v^T \varphi(\theta) = 0 \). Then
1. \( \varphi(\theta) = \frac{1}{\sqrt{\Delta t}} (I - S) u \) with \( u = \frac{1}{\sqrt{\Delta t}} R^{\Delta t, 0} \varphi(\theta) \)
2. \( \Delta t \varphi(\theta)^T V (I - S)^{-1} (I + S) \varphi(\theta) = \|u\|_V^2 - \|Pu\|_V^2 \)

**Proof.** From (4.47) we obtain
\[
(I - S) R^{\Delta t, 0} \varphi(\theta) = (I - S)(\Delta t \varphi(\theta) + R^{\Delta t, 1}(\theta))
= \Delta t (I - S) \varphi(\theta) + \Delta t S \varphi(\theta)
= \Delta t \varphi(\theta)
\]
which shows 1. From (4.44) and (4.48) we get
\[
v^T u = \frac{1}{\sqrt{\Delta t}} v^T R^{\Delta t, 0} \varphi(\theta) = v^T \varphi(\theta) + \frac{1}{\sqrt{\Delta t}} v^T R^{\Delta t, 1} \varphi(\theta) = 0
\]
Thus
\[
\|Su\|_V^2 = u^T S^T V S u
= u^T (P^T - v v^T) V (P - v v^T) u
= u^T P^T V Pu
= \|Pu\|_V^2
\]
and
\[
\Delta t \varphi(\theta)^T V (I - S)^{-1} (I + S) \varphi(\theta) = u^T (I - S)^T V (I + S) u
= u^T V u - u^T V S u + u^T S^T V u - u^T S^T V S u
= \|u\|_V^2 - \|Su\|_V^2
= \|u\|_V^2 - \|Pu\|_V^2
\]
From Lemma 4.1 and Theorem 4.2, the quantity \( \Delta t \varphi(\theta)^T V (I - S)^{-1} (I + S) \varphi(\theta) \) is thus non-negative. The vector
\[
u = \frac{1}{\sqrt{\Delta t}} \sum_{N \geq 0} P^N \varphi(\theta)
\]
defined in Theorem 4.2 is an ensemble average approximation of \( \xi(t) \) defined in (1.1). The variance of \( \xi \) is thus asymptotically measured by the decrease in spectral energy in one step of the Markov chain.

**4.1. Example: Two-state Markov chain**

Let \( n = 2 \) and
\[
P = P(\Delta t) = I + \Delta t Q, \quad Q = \begin{bmatrix} -a & a \\ b & -b \end{bmatrix}
\]
with \( 0 < a, b < 1, 0 < \Delta t < \min(\frac{1}{a}, \frac{1}{b}) \leq \frac{2}{a + b} \). Then (4.40) holds with
\[
v = \frac{1}{a + b} \begin{bmatrix} b \\ a \end{bmatrix} \quad \text{and} \quad S = \frac{1 - \Delta t (a + b)}{a + b} \begin{bmatrix} a & -a \\ -b & b \end{bmatrix}
\]
As a result $V = \frac{1}{a+b} [b \quad a]$, and
\[
\Delta t V (I - S)^{-1} (I + S) = \frac{1}{(a+b)^3} \begin{bmatrix} b(2a + \Delta t(b^2 - a^2)) & -2ab(1 - \Delta t(a + b)) \\ -2ab(1 - \Delta t(a + b)) & a(2b + \Delta t(a^2 - b^2)) \end{bmatrix}
\] (4.51)
is (symmetric) positive definite for any choice $0 < a, b < 1$ and $0 < \Delta t < \frac{2}{a+b}$. A simplified expression for (4.49) is obtained using (4.44), i.e.,
\[
\varphi(\theta) = \begin{bmatrix} 1 \\ -\frac{b}{a} \end{bmatrix} \varphi(\theta_1)
\]
We obtain
\[
\sigma^2 = \frac{b(2 - \Delta t(a + b))}{a(a+b)} (\varphi(\theta_1))^2
\]
\[
= \frac{ab(2 - \Delta t(a + b))}{(a+b)^3} (\varphi(\theta_1) - \varphi(\theta_2))^2
\] (4.53)

Remark 1. For the matrix $P$ in (4.50) a simple calculation shows that
\[
\mathcal{R}^{\Delta t,0} \varphi(\theta) = \frac{1}{a+b} \varphi(\theta)
\]
is independent of $\Delta t$, while
\[
\mathcal{R}^{\Delta t,1} \varphi(\theta) = \mathcal{R}^{\Delta t,0} \varphi(\theta) - \Delta t \varphi(\theta) = \frac{1 - \Delta t(a + b)}{a+b} \varphi(\theta)
\] is not.

Remark 2. As $\Delta t \to 0$ the expression (4.53) becomes
\[
\sigma^2 = \frac{2ab}{(a+b)^3} (\varphi(\theta_1) - \varphi(\theta_2))^2
\]
The same limit is valid if (4.50) is replaced by
\[
P(\Delta t) = I + \Delta t Q + o(\Delta t)
\] with $\lim_{\Delta t \to 0} \frac{o(\Delta t)}{\Delta t} = 0$, in particular if $P(\Delta t) = e^{\Delta t Q}$. In this case, $Q$ is the infinitesimal generator of the semi-group $P(\Delta t)$, which is defined for any $\Delta t > 0$.

Remark 3. The range $0 < \Delta t < \frac{2}{a+b}$ where the matrix (4.51) is positive definite corresponds to the interval of stability of Euler’s method applied to the solution of the initial value problem $P'(t) = QP(t)$, $P(0) = I$, with step size $\Delta t$, which yields (4.50) after the first step. Of course the matrix (4.50) ceases to be non negative before reaching the limit of stability.

5. A model neural network

In mathematical neuroscience, a signal of bursts can be described by its physical realization in terms of the membrane potentials, $v(t)$, or by its phase angle $\theta(t)$, where $v(t) = V(\theta(t))$ and $V$ is a fixed wave form (e.g., $V(\theta) = \cos \theta$).

If the tissue is of Hodgkin Type I (see, Hoppenstead and Izhikevich 2006), then the Voltage Control Oscillator (VCO) provides a base for modelling:
\[
\dot{\theta} = \omega + \cos \theta
\]
When $0 \leq \omega \leq 1$, $\theta \to \cos^{-1} \omega$ as $t \to \infty$. But if $\omega > 1$, $\theta \to \infty$. If we are reading output of the system as a periodic function of $\theta$, then the output stabilizes in the first case, and it oscillates in the second. The switch in the system’s behavior results from the saddle-node bifurcation that occurs when $\omega$ increases through the value of 1.

Voltage-controlled oscillator (VCO) arises in mathematical neuroscience as a canonical model of excitable neural tissue of Type I (see Hoppensteadt 1997). A network of $N$ such electronic circuits that are connected is described in Figure 2, where $\theta_i$ is the phase of VCO$_i$, $\omega_i$ is the center frequency of VCO$_i$, and $\mu_i$ is the sensitivity of VCO$_i$, and we consider $\dot{\theta}_i = \omega_i + \mu_i(f(\theta_i) + V(\theta_{i-1}, \dot{\theta}_{i-1}))$. Typically $\mu f(\theta) = \cos \theta$, $\omega \simeq 1$. VCO is the model of saddle-node bifurcation on limit cycle (SNLC).

Consider the equation $\dot{x} = g(x)$ around $x = 0$ s.t. $g'(0) = 0$. Then

$$\dot{x} \simeq a + bx^2, \quad a = g(0), \quad b = \frac{1}{2}g''(0)$$

Let $x = \tan \frac{\theta}{2}$. Then

$$\dot{\theta} \simeq \omega + \mu \cos \theta, \quad \omega = a + b, \quad \mu = a - b$$

If $|\omega| < |\mu|$, then the system has two static states (1 stable, 1 unstable). If $|\omega| > |\mu|$, then the system has no static state. Traditionally, $V(\theta, \dot{\theta}) = V(\theta) = K \cos \theta$. Hoppensteadt (1997) proposed $V(\theta, \dot{\theta}) = V(\dot{\theta}) = K \dot{\theta}$; “$\dot{\theta}$-network”.

Following this approach, we consider a network of $N$ neurons using VCON's described by a phase variables $\theta_j(t)$, $j = 1, \ldots, N$ and the voltage output of each VCON is $\cos \theta_j(t)$. The connection in the network is defined by the matrix $C$ having dimensions $N \times N$. Using a synaptic input function $F(t)$, we write a neural networks in terms of their phases supposing that the output of a synapse is proportional to $\dot{\theta}$; that is, neuro transmitter is released in proportion to the number of action potentials arriving per unit time (see Hoppensteadt 1997; Hoppensteadt and Izhikevich 2006). With this notation, we have the following model:

$$\begin{cases} \tau_j \dot{\theta}_j(t) = \omega_j + \cos \theta_j(t) + F(t) + \mu \sum_{k=1}^{N} C_{jk} \dot{\theta}_k(t) \\ \theta_j(0) = 0 \end{cases} \quad (5.54)$$

Figure 2. VCO as SNLC bifurcation - $\dot{\theta}$-network.
where $\theta_j(t) \in \mathbb{R}$ is the phases, $\tau_j$ are time constants, $\mu$ is the strength of connection, and matrix $C$ is an $N \times N$ matrix of circular connection defined by

$$C = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
1 & 0 & 0 & \ldots & 0
\end{pmatrix} \quad (5.55)$$

Thus, using the matrix $C$ we can write (5.54) in matrix form

$$\begin{cases}
(\tau - \mu C) \dot{\theta}(t) = \omega + F(t) + \cos \theta(t) \\
\theta_j(0) = 0
\end{cases} \quad (5.56)$$

Now if we use Markov chain (and Gaussian white) noise in the connection, then the matrix $C$ can be written as

$$C(y(t/\epsilon)) = \begin{pmatrix}
0 & y_1(t/\epsilon) & 0 & \ldots & 0 \\
0 & 0 & y_2(t/\epsilon) & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & y_{N-1}(t/\epsilon) \\
y_N(t/\epsilon) & 0 & 0 & \ldots & 0
\end{pmatrix}$$

and then using $C(y(t/\epsilon))$ in (5.56), we obtain

$$\begin{cases}
(\tau - \mu C(y(t/\epsilon)) \dot{\theta}(t) = \omega + F(t) + \cos \theta(t) \\
\theta(0) = 0
\end{cases} \quad (5.57)$$

If the matrix $\tau - \mu C(y(t/\epsilon))$ is invertible, then we have

$$\begin{cases}
\dot{\theta} = (\tau - \mu C(y(t/\epsilon)))^{-1}(\omega + F(t) + \cos \theta(t)) \equiv f(t, \epsilon, \omega, \theta, y) \\
\theta(0) = 0
\end{cases} \quad (5.58)$$

Using limiting distribution $\rho$ and states $y_1$ and, $y_2$, we have the following average model:

$$\tilde{\dot{\theta}}(t) = \rho_1(\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \tilde{\theta}(t)) + \rho_2(\tau - \mu C(y_2))^{-1}(\omega + F(t) + \cos \tilde{\theta}(t)) \equiv \tilde{f}(t, \epsilon, \omega, \theta) \quad (5.59)$$

and the stochastic correction equation (see Rahman, Jackiewicz, and Welfert 2007) can be written as

$$d\tilde{\theta}(t) = \tilde{f}_0(t, \omega, \tilde{\theta})\tilde{\theta}(t) + \sigma(t)dW \quad (5.61)$$

where $\tilde{f}_0(t, \omega, \tilde{\theta})$ will be computed using (5.58) and $\rho$ and $dW = \sqrt{d\epsilon}N(0, 1)$ with $W(0) = 0$. Now using limiting distribution $\rho_1$ and $\rho_2$, we can write $\tilde{f}(t, \omega, \tilde{\theta})$ in the form

$$\tilde{f}(t, \omega, \tilde{\theta}) = \rho_1(\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \tilde{\theta}) + \rho_2(\tau - \mu C(y_2))^{-1}(\omega + F(t) + \cos \tilde{\theta})$$

$$\times (\omega + F(t) + \cos \tilde{\theta}(t))$$

Now, evaluating $f(t, \omega, \tilde{\theta}, y)$ at $y_1$ and $y_2$, we have

$$f(t, \omega, \tilde{\theta}, y_1) = (\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \tilde{\theta})$$
and

\[ f(t, \omega, \tilde{\theta}, y_2) = (\tau - \mu C(y_2))^{-1}(\omega + F(t) + \cos \tilde{\theta}) \]

Therefore, we have \( \varphi(y_1) \) and \( \varphi(y_2) \) such that \( \rho_1 \varphi(y_1) + \rho_2 \varphi(y_2) = 0 \) (zero average condition for \( \varphi \)), where

\[
\varphi(y_1) = (\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \tilde{\theta}(t)) \\
- \rho_1(\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \tilde{\theta}(t)) \\
- \rho_2(\tau - \mu C(y_2))^{-1}(\omega + \cos \tilde{\theta}(t)) \\
= (\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \theta(t))(1 - \rho_1) \\
- (\tau - \mu C(y_2))^{-1}(\omega + F(t) + \cos \theta(t))\rho_2 \\
= (\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \theta(t))\rho_2 \\
- (\tau - \mu C(y_2))^{-1}(\omega + F(t) + \cos \theta(t))\rho_2 \\
= [(\tau - \mu C(y_1))^{-1} - (\tau - \mu C(y_2))^{-1}]\rho_2 \\
\times (\omega + F(t) + \cos \theta(t))
\]

and

\[
\varphi(y_2) = (\tau - \mu C(y_2))^{-1}(\omega + F(t) + \cos \tilde{\theta}(t)) \\
- \rho_1(\tau - \mu C(y_1))^{-1}(\omega + F(t) + \cos \tilde{\theta}(t)) \\
- \rho_2(\tau - \mu C(y_2))^{-1}(\omega + F(t) + \cos \tilde{\theta}) \\
= [(\tau - \mu C(y_2))^{-1} - (\tau - \mu C(y_1))^{-1}]\rho_1 \\
\times (\omega + F(t) + \cos \theta(t))
\]

Then using two-state Markov processes, we find that the following expressions for variance of the stochastic differential system (5.1) can be written as

\[
\sigma^2(t) = \frac{b}{a(a + b)}(2 - \Delta t(a + b))\varphi(y_1)^2 \\
= \frac{b}{a(a + b)}(2 - \Delta t(a + b)) \\
\times[\[(\tau - \mu C(y_1))^{-1} - \rho_2(\tau - \mu C(y_2))^{-1}] \\
\times(\omega + F(t) + \cos \theta(t))]^2 \\
= \frac{b}{a(a + b)}(2 - \Delta t(a + b))[(\tau - \mu C(y_1))^{-1} \\
- \rho_2(\tau - \mu C(y_2))^{-1})(\omega + F(t) + \cos \theta(t))]^2. \tag{5.62}
\]

Using Equation (3.14), we have

\[ f_\theta(\tilde{\theta}(t)) = (\tau - \mu C(y/\epsilon))^{-1}(- \sin \theta(t)) \tag{5.63} \]

and then using the limiting distribution \( \rho \) and states \( y_1 \) and \( y_2 \) we have

\[ f_\theta(\tilde{\theta}(t)) = \rho_1(\tau - \mu C(y_1))^{-1}(- \sin \theta(t))\rho_2(\tau - \mu C(y_2))^{-1}(- \sin \theta(t)) \tag{5.64} \]
Thus using (5.62), (5.63), and (5.64), we have explicit stochastic correction equation given by

$$d\tilde{\theta}(t) = \rho_1(\tau - \mu C(y_1))^{-1}(-\sin \theta(t))\rho_2(\tau - \mu C(y_2))^{-1}(-\sin \theta(t))\tilde{\theta}(t)$$

$$+ \sigma(t)\sqrt{dt}N(0, 1)$$

(5.65)

The stochastic processes

$$\frac{\theta(t) - \tilde{\theta}(t)}{\sqrt{\epsilon}} \approx \tilde{\theta}(t)$$

converges in expected sense to the solution $\tilde{\theta}(t)$ that is the solution to the integral equation

$$\tilde{\theta}(t) = \int_0^t f_\theta(s, \omega, \tilde{\theta}(s))\tilde{\theta}(s)ds + \sigma^2(t)$$

which will be studied in future.

A systematic investigation of the effect of noise using Equations (5.54) and (5.58) is given in the next section.

Remark 4. Figure 3 describes the switching behavior from state 0 to 1 and vice versa keeping $\epsilon$ (update) fixed with varying $a$ and $b$.

6. Discussions

The SDE with perturbed noise for the $\theta$-network model can be used to analyze an aspect of the wave propagation in the network. Thus, we experiment with the $\theta$-network model (5.58) using the noise defined by two-state Markov process $y = \{0, 1\}$ with transition probability.
Figure 4. Compare the effect of wave propagation using Markov and Gaussian white noise of \( \dot{\theta} \)-network model (5.59). Top: A contour plot of \( \cos \theta(t) \) without noise is given. Middle: A contour plot using Markov noise generated with \( a = 0.9 \), \( b = 0.8 \) is given. Bottom: A contour plot of \( \cos \theta(t) \) using Gaussian white noise is given.

The variable \( \tilde{\theta} \) of (5.65) is the limit of the quantity \( \frac{\theta - \tilde{\theta}}{\sqrt{\epsilon}} \) as \( \epsilon \to 0 \). The nature of the convergence of this quantity and the sense in which the error in the formula of the expansion of \( \theta \) is small are in the sense of distributions over some interval. Future work will address details of weak convergence, strong convergence, and stability of this type of system. Future work will also address the impact of noise on the node's information processing capability determined by signal to noise ratio which can be estimated by spectral methods.
Figure 5. Compare the effect of wave propagation using Markov and Gaussian white noise of $\dot{\theta}$-network model (5.59). Top: A contour plot of $\cos \theta(t)$ without noise is given. Middle: A contour plot using Markov noise generated with $a = 0.45, b = 0.4$ is given. Bottom: A contour plot of $\cos \theta(t)$ using Gaussian white noise is given.

Figure 6. Compare the effect of wave propagation using Markov and Gaussian white noise of $\dot{\theta}$-network model (5.59). Top: A contour plot of $\cos \theta(t)$ without noise. Middle: A contour plot using Markov noise generated with $a = 0.225, b = 0.2$ is given. Bottom: A contour plot of $\cos \theta(t)$ using Gaussian white noise is given.
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