


 

xiii 
 

LIST OF TABLES 

 

Table 1: Individual VMmark Workload Metrics ............................................................. 18 

Table 2: System Under Test Hardware Configuration……………………………….29-30 

Table 3: Client Hardware Configuration .......................................................................... 30 

Table 4: SPEC poll Driver Startup Command List. ......................................................... 35 

Table 5: Hosts.txt File Configuration of the Client Virtual Machines……………….45-46 

Table 6: Host.txt File Configuration for the Virtual Machines in Each Tile………...47-48 

Table 7: Network IP Address Configuration………………………………………...48-49 

Table 8: SPEC Performance score and Compliance of Hypervisors at Different 

Workloads. ....................................................................................................................... 56 

Table 9: SPEC QOS Percentage and Compliance of Hypervisors at Different Workloads

 .......................................................................................................................................... 57 

Table 10: Statistical Significance ..................................................................................... 73 

 

  



 

xiv 
 

ABSTRACT 
 
 

The virtualization of IT infrastructure enables the consolidation and pooling of IT 

resources so that they can be shared over diverse applications to offset the limitation of 

shrinking resources and growing business needs. Virtualization provides a logical 

abstraction of physical computing resources and creates computing environments that are 

not restricted by physical configuration or implementation. Virtualization is very 

important for cloud computing because the delivery of services is simplified by 

providing a platform for optimizing complex IT resources in a scalable manner, which 

makes cloud computing more cost effective. 

  

Hypervisor plays an important role in the virtualization of hardware. It is a piece of 

software that provides a virtualized hardware environment to support running multiple 

operating systems concurrently using one physical server. Cloud computing has to 

support multiple operating environments and Hypervisor is the ideal delivery 

mechanism. 

 

The intent of this thesis is to quantitatively and qualitatively compare the performance of 

VMware ESXi 4.1, Citrix Systems Xen Server 5.6 and Ubuntu 11.04 Server KVM 

Hypervisors using standard benchmark SPECvirt_sc2010v1.01 formulated by Standard 

Performance Evaluation Corporation (SPEC) under various workloads simulating real 

life situations. 
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Chapter 1 
 

INTRODUCTION 
 

Information Technology (IT) has been experiencing exponential growth over the past 

decade. Initially, IT found use in manufacturing automation and other highly specialized 

tasks. However, in the past decade, IT has started to enter new regimes like social media 

and since then it has become a part of everyone‘s daily life.  

 

This increased demand for IT resources has created the enormous challenge of deploying 

and managing IT infrastructure in a larger scale. While deploying and managing this 

large scale IT infrastructure is an issue, an even bigger issue is the scaling up of the IT 

infrastructure. The server is one of the key hardware resources for an IT infrastructure. A 

typical server infrastructure contains:  

1. Server racks on which several servers are mounted.  

2. High-speed network switches. 

3. Air conditioning system. 

4. Uninterruptible power supply (for short-term power outage). 

5. Gasoline/Diesel Backup Generator (for long-term power outage). 

For businesses whose core competency is not in an IT field, it is a big capital investment 

to construct and maintain this server infrastructure. For these reasons, businesses have 

started utilizing server farms hosted by companies that provide these types of IT services. 

A while back when few businesses were using outsourced servers for IT needs, demand 

was manageable for the companies that provided server rental services. Due to the recent 

increased demand, these server rental companies are struggling with the following issues: 
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1. Large server farms consume a lot of electricity. Due to the increasing price of 

electricity, server-hosting businesses have started to gain lower profits. 

2. Each individual server in a server farm could be underutilized, causing wastage of 

valuable IT resources. 

Cloud computing was designed to address these two issues. The core technology that has 

made cloud computing possible is hardware virtualization. This piece of the technology is 

called Hypervisor. Cloud computing utilizes advanced high-performance server systems 

with large amounts of memory, storage and multiple processors.  

 

Hypervisor creates multiple virtual servers within a single physical server. Each virtual 

server could have its own operating system (OS) installed in it. Many virtual servers can 

be operated simultaneously and independently of each other. Hypervisor enables the 

pooling of the processor and memory resources. Installing a Hypervisor on the host 

server enables it to run multiple operating systems simultaneously using virtualization 

technology. By using server virtualization, the number of physical servers could be 

reduced significantly. 

 

―Virtualization is a technology that combines or divides computing resources to present 

one or many operating environments using methodologies like hardware and software 

partitioning or aggregation, partial or complete machine simulation, emulation, time-

sharing, and many others” [Nanda05].  
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The virtual pages are mapped to physical pages throughout the guest operating system‘s 

page table [Barham03]. The Hypervisor then translates the physical page (often-called 

frame) to the machine page, which eventually is the correct page in physical memory. 

This helps the ESXi server better manage the overall memory and improve the overall 

system performance.  

 

The product typically finds use in server consolidation and web hosting. It uses various 

other techniques to increase the overall efficiency, and level of isolation to keep the VMs 

independent from one another, making it a reliable system for commercial deployment.  

 

VMware‘s proprietary ESXi Hypervisor, in the vSphere cloud-computing platform, 

provides a host of capabilities not currently available with any other Hypervisors. These 

capabilities include High Availability (the ability to recover virtual machines quickly in 

the event of a physical server failure), Distributed Resource Scheduling (automated load 

balancing across a cluster of ESXi servers), Distributed Power Management (automated 

decommissioning of unneeded servers during non-peak periods), Fault Tolerance (zero-

downtime services even in the event of hardware failure), and Site Recovery Manager 

(the ability to automatically recover virtual environments in a different physical location 

if an entire datacenter outage occurs) [Hostway11]. 
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1.2 Citrix XENServer 5.6    

 
 
Citrix XenServer 5.6 is an open-source, complete, managed server virtualization platform 

built on the powerful Xen Hypervisor. Xen uses para-virtualization. Para-virtualization 

modifies the guest operating system so that it is aware of being virtualized on a single 

physical machine with less performance loss. Figure 3 shows the Xen server architecture.   

 

 

Figure 3: XEN Architecture 
 

XenServer is a complete virtual infrastructure solution that includes a 64-bit Hypervisor 

with live migration, full management console, and the tools needed to move applications, 

desktops, and servers from a physical to a virtual environment [Fujitsu10B]. XenServer 

http://www.citrix.com/xenserver/server-virtualization
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creates and manages unlimited servers and virtual machines to run safely and securely 

from a single management console.  

 

Customers who need additional management, availability, integration, or automation 

capabilities can upgrade to a premium edition of XenServer to create an enhanced virtual 

datacenter [Fujitsu10B]. The Advanced, Enterprise, and Platinum Editions of XenServer 

offer rich management and automation capabilities that provide full datacenter 

automation, advanced integration and management, and key performance features.  

 

Based on the open-source design of Xen, XenServer is a highly reliable, available, and 

secure virtualization platform that provides near native application performance 

[Fujitsu10B]. Xen usually runs in higher privilege level than the kernels of guest 

operating systems. It is guaranteed by running Xen in ring 0 and migrating guest 

operating systems to ring 1. When a guest operating system tries to execute a sensitive 

privilege instruction (e.g., installing a new page table), the processor will stop and trap it 

into Xen [Che08].  

 

In Xen, guest operating systems are responsible for allocating the hardware page table, 

but they only have the privilege of direct read, and Xen [Che08] must validate updating 

the hardware page table. Additionally, guest operating systems can access hardware 

memory with only non-continuous way because Xen occupies the top 64MB section of 

every address space to avoid a TLB flush when entering and leaving the Hypervisor 

[Che08].  
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As for the page fault, Xen causes an extended stack frame to record the faulting address 

that should be read from the privileged processor register (CR2). Regarding the 

exceptions such as system calls, Xen allows each guest Operating system to register a fast 

exception handler that can be accessed directly by the processor without passing via ring 

0. [Che08] 

 

However, this handler is verified before it is installed in the hardware exception table. 

Xen hosts most unmodified Linux device drivers into an initial domain called Domain0, 

which plays the role of driver domain. Domain0 is created at boot time and is responsible 

for the control of creating, pausing, migrating and terminating other domains (guest 

domains), CPU scheduling parameters and resource allocation policies.  

 

To achieve I/O operation‘s virtualization, Xen proposes a shared memory and 

asynchronous buffer descriptor ring model based on device channels. In this model, two 

aspects of factors must be taken into consideration: transferring I/O message and I/O 

data.  Xen provides two communication mechanisms between guest domains or Xen and 

guest domains: synchronous call using hyper calls (calls to hypervisor which are 

analogous to system calls in the OS world)  to send messages from guest domains to Xen, 

and asynchronous event using virtual interrupts to send notifications from Xen to guest 

domains. When the data requested by a guest domain is moved into physical memory, 

Domain0 will send a virtual interrupt to the corresponding guest domain and exchange 
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the memory page containing the data with a vacant memory page presented by the guest 

domain [Che08]. 

 

1.3 Ubuntu 11.04 Server KVM 

 

KVM (Kernel-based Virtual Machine) is another open-source Hypervisor using full 

virtualization apart from VMware. Figure 4  shows the KVM architecture. As a kernel 

driver added into Linux, KVM enjoys all advantages of the standard Linux kernel and 

hardware-assisted virtualization.  

 

 

Figure 4: KVM Architecture 
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KVM introduces virtualization capability by augmenting the traditional kernel and user 

modes of Linux with a new process mode named guest, which has its own kernel and 

user modes and answers for code execution of guest operating systems [Che08].  

 

KVM comprises two components: one is the kernel module and another one is user-

space. Kernel module (namely kvm.ko) is a device driver that presents the ability to 

manage virtual hardware and see the virtualization of memory through a character device 

/dev/kvm. With /dev/kvm, every virtual machine can have its own address space 

allocated by the Linux scheduler when being instantiated [Che08]. The memory mapped 

for a virtual machine is actually virtual memory mapped into the corresponding process. 

Translation of memory address from guest to host is supported by a set of page tables. 

KVM can easily manage guest Operating systems with kill command and /dev/kvm. 

User-space takes charge of I/O operation‘s virtualization.  

 

KVM also provides a mechanism for user-space to inject interrupts into guest operating 

systems. User-space is a lightly modified QEMU, which exposes a platform virtualization 

solution to an entire PC environment including disks, graphic adapters and network 

devices [Che08]. Any I/O requests of guest operating systems are intercepted and routed 

into user mode to be emulated by QEMU [Che08]. 
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Chapter 2 

 
LITERATURE REVIEW 

 
 
When we survey the literature on ―Comparison of Hypervisors,‖ we come across three 

major ways of comparing the Hypervisors: 

 

1. Based on benchmarks, which compare the impact on overheads on CPU bound, 

memory bound, I/O bound operations. 

2. Based on micro benchmarks, which compare the impact on basic primitive 

operation, and extending to real life situations by prediction.  

3. Based on benchmarks, which compare the performance by generating workloads 

similar to real life situations. 

 
Based on benchmarks, which compare the impact on overheads on CPU bound, memory 

bound, I/O bound jobs, the following two papers surveyed come under this category. 

 

 In the first paper titled ―Performance comparison of Hypervisors‖ - Performance study 

by VMware [VMware07A], quantitative comparison of two Hypervisors namely 

VMware‘s ESX and XenSource‘s Xen is done. The following standard benchmark tests 

were chosen for these experiments: 

 
• SPECcpu2000, The integer component of the benchmark suite available from 

Standard Performance Evaluation Corporation, represents CPU-intensive 

applications.  
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• Passmark, a synthetic suite of benchmarks to isolate various aspects of workstation 

performance, represents desktop-oriented workloads. 

• Netperf, used to simulate the network usage in a datacenter. 

• SPECjbb2005, benchmark suite from SPEC used to represent the Java applications 

used in the datacenters. 

• A compile Workload — build SPECcpu2000 INT package, which was also added to 

capture typical IT development and test usage in datacenters. 

 
The main objective of these benchmarking experiments was to test the performance 

and scalability of the two virtualization Hypervisors VMware and Xen.  

 
In the second paper titled ―Performance comparison of commercial Hypervisor‖ - A 

study by XENSOURCE [Xen Source07], a quantitative comparison of the above-

mentioned Hypervisors is done. This paper studies the Hypervisor-based 

virtualization products from VMware and XenSource. Using the VMware ESX 

Server Hypervisor as an industry benchmark for performance and enterprise 

readiness, the study presents comparative results from an assessment of XenSource‘s 

XenServer virtualization product family using industry standard benchmarks for 

performance and scalability [Xen Source07].  

 

This second paper presents results for the same performance benchmarks as published 

by VMware, comparing Xen Source‘s Xen Enterprise 3.2 commercial products, 

which are based on Xen 3.0.4 and is bundled with XenSource‘s Enhancements for 

virtualized Windows guests, with the commercially licensed ESX 3.0.1. In the study 
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by Xen Source, Xen Enterprise performs just as well as ESX 3.0.1, and in many cases 

it had performed better. In a few tests, it performs less well than ESX, these were 

highlighted as key points for improvement of Xen in later releases [Xen Source07]. 

 

 The following paper was surveyed in the category where the benchmarking is based on 

micro benchmarks, which compare the impact on basic primitive operations and 

extending to real life situations by prediction: This paper is a thesis titled ―Virtual 

Machine Benchmarking,‖ A Diploma thesis by Kim Thomas Moller [Moller07] wherein 

a new benchmark VMBench is proposed. VMBench uses a three-stage approach to 

characterize the performance of a virtual machine environment. The stages were built 

upon each other, increasingly tolerating complexity, non-determinism of the 

environment. 

 

Stage 1: Hypervisor performance signature  

―In the first stage, micro- and nano-benchmarks determine the Hypervisor 

performance signature, the best-case performance of a virtual machine‘s primitive 

operations for a given combination of hardware, Hypervisor, operating system and 

workload‖ [Moller07]. Therefore, a single virtual machine exercises well-defined 

operations, so that the performance of virtualization-specific functional primitives can 

be measured accurately. To determine the best-case performance, VMBench 

minimizes the side effects and interprets the results optimistically. 
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Stage 2:Best-case predictions for realistic applications  

The second stage combines the outcome of the virtual machine performance of the 

first stage using a linear model to predict best-case results for realistic applications 

[Moller07]. 

 

Stage 3: Analysis of VM interference 

The third stage examines how the prediction from the second stage varies under non-

optimal conditions caused by concurrent virtual machines [Moller07]. VMBench 

follows a latency-oriented approach rather than data throughput.  

 

The following two papers were surveyed in the category where benchmarks were based 

on generating workloads similar to real life situations: 

The first paper titled ―VMmark - A scalable Benchmark for Virtualized Systems,‖ by 

Vikram Makhija and Bruce Herndon of VMware [Makhija06], presents a tile-based 

benchmarking method. This consists of several familiar workloads executing 

simultaneously in separate virtual machines. Each workload component is based on a 

single-system benchmark executing at less than full utilization. This collection of 

different workloads is aggregated into a unit of work referred to as a tile. The 

performance of each workload is measured and forms an aggregate score for the tile 

[Makhija06]. The overall benchmark score is calculated by summing up the scores 

generated when running multi-tiles simultaneously. 



 

17 
 

―Tile is the unit of work for a benchmark of virtualized consolidation environments   

and is defined as a collection of virtual machines executing a set of diverse 

workloads‖ [Makhija06]. Total number of tiles gives a measure of the systems 

consolidation capacity of the physical system and the virtualization layer. 

 

The following are the workloads based on relevant datacenter workloads: Mail server, 

Java server, Standby server, Web server, Database server, File server [Makhija06]. 

Instead of developing new workloads, existing benchmarks were used wherever 

possible to avoid redundancy and the implementation effort. It provides a well-

understood base upon which to build the benchmark, but the benchmark-required 

modifications to make it suitable for multiple virtual machines benchmarking since 

the run rules of many benchmarks were sometimes conflicting with the design goals 

of VMmark. [Makhija06].  

 

The scoring methodology used in VMmark is described below. Once a VMmark test 

is completed, each individual workload reports the performance metric as shown in 

Table 1 [Makhija06]. These metrics are collected at regular intervals during the 

complete run. ―A typical VMmark benchmark test is designed to run for at least three 

hours with workload metrics reported every 60 seconds. Once all workloads have 

reached the steady state during a benchmark run, a two-hour measurement interval is 

taken. This steady-state interval is then divided into three 40-minute sections. For 

each of the 40-minute sections, the results for the tile are calculated and the median 
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score of the three sections is selected as the raw score for the tile‖ [Makhija06]. The 

median of the sums of the per-tile scores is the raw score for multi-tile runs.  

 

After the benchmark run is completed, the workload metrics are calculated for each 

tile and are aggregated into a score for that tile. ―This aggregation is performed by 

first normalizing the different performance metrics such as MB/s and database 

commits/s with respect to a reference system‖ [Makhija06]. Then, a geometric mean 

of the normalized scores is calculated as the final score for the tile and the final metric 

is calculated by summing the resulting per-tile score. 

 

Table 1: Individual VMmark Workload Metrics 

 
 

In the second paper titled ―Benchmark Overview - vServCon‖ a white paper by 

FUJITSU [Fujitsu10A], scalability measurements of virtualized environments at Fujitsu 

Technology Solutions are currently accomplished by means of the internal benchmark 

Workload Metric 

Mail server  Actions/minute  

Java server  New orders/second  

Standby server  None  

Web server  Accesses/second  

Database server  Commits/second  

File server  MB/second  
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"vServCon" (based on ideas from Intel‘s "vConsolidate"). The abbreviation "vServCon" 

stands for: "virtualization enables SERVer CONsolidation‖. 

 

 A representative group of application scenarios is selected in the benchmark. It is 

started simultaneously as a group of VMs on a virtualization host when making a 

measurement. Each of these VMs is operated with a suitable load tool at a defined lower 

load level. All known virtualization benchmarks are thus based on a mixed approach of 

operating system and applications plus an "idle" or "standby" VM, which represents the 

inactive phases of a virtualization environment and simultaneously increases the number 

of VMs to be managed by the Hypervisor [Fujitsu10A]. The term "tile" is the name for 

such a unit of virtual machines. The load can be increased on a step-by-step basis until 

the system has reached its performance limit. 

 

VServCon is not a new benchmark but is a framework that consolidates already 

established benchmarks, as workloads, if necessary in modified form in order to simulate 

the load of a virtualized consolidated server environment. Three proven benchmarks are 

used, which cover the application scenarios namely database, application server and web 

server. Each of the three application scenarios is assigned to one dedicated virtual 

machine (VM).   ‗Idle VM‘ is added as the fourth VM. These four VMs form a "tile.‖ In 

the terminology of "vConsolidate," this would be a "consolidation stack unit" (CSU). 

Because of the performance capability of the underlying server hardware, it is usually 

necessary to have started several identical tiles in parallel as part of a measurement in 

order to achieve a maximum overall performance [Fujitsu 10A]. 
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The result of vServCon is a number, known as a "score,‖ which provides information 

about the performance of the measured virtualization host. The score reflects the 

maximum total throughput that can be achieved by running a defined mix that consists of 

numerous application VMs [Fujitsu10A].  

 

The score is determined from the individual results of the VMs. Each of the three 

vServCon application scenarios provides a specific benchmark result in the form of 

application-specific transaction rates for the respective VM. In order to derive a 

normalized score the individual benchmark results for one tile are observed in relation to 

the respective results of a reference system. The resulting relative performance values are 

then suitably weighted and finally added up for all VMs and tiles. The outcome is the 

vServCon score for this tile [Fujitsu10A]. This procedure is performed for an increasing 

number of tiles, starting with one tile until there is no further significant increase in this 

vServCon score. The final vServCon score is then the maximum of the vServCon scores 

for all tile numbers [Fujitsu10A].  

 

The progression of the vServCon scores for the tile numbers provides useful information 

about the scaling behavior of the "System under Test.‖ Moreover, vServCon also 

documents the total CPU load of the host (VMs and all other CPU activities) and, if 

possible, electrical power consumption [Fujitsu10A]. 
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Chapter 3 
 

RESEARCH METHODOLOGY 
 

Based on the literature review, method 3 is chosen as the benchmarking method. 

Virtualization is mostly used in server consolidation applications. There is an increase in 

demand for server virtualization in the implementation of IT infrastructure. For this we 

will use the standard benchmark developed by SPEC and compare the following 

Hypervisors: 

1) VMware ESXi 4.1 

2) Citrix Systems Xen Server 5.6 

3) Ubuntu 11.04 Server KVM 

The benchmark is designed to achieve maximum performance by running one or more 

sets of virtual machines simultaneously called ―Tiles.‖ SPECvirt_sc2010 is a standard 

benchmark based on ―Tile‖ concept.  

SPECvirt_sc2010 uses a three-workload benchmark design: a web server, Java 

Application server, and a mail server workload. The three workloads are derived from 

SPECweb2005, SPECjAppServer2004, ands SPECmail2008 standard benchmarks. ―All 

three Workloads drive pre-defined loads against sets of virtualized servers. The 

SPECvirt_sc2010 harness running on the client side controls the workloads and also 

implements the SPEC power methodology for power measurement‖ [Spec11]. There are 

three categories to run SPECvirt_sc2010 [Spec11].  

 performance only (SPECvirt_sc2010) 

 performance/power for the SUT (SPECvirt_sc2010_PPW) 
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 performance/power for the Server-only (SPECvirt_sc2010_ServerPPW) 

Similar to all other SPEC benchmarks, an extensive set of run rules governs 

SPECvirt_sc2010 disclosures in order to ensure fairness of results [Spec11]. 

SPECvirt_sc2010 results are not recommended for sizing or capacity planning and the 

benchmark does not address multiple host performance or application virtualizations. 

 
3.1 Workload Design 

 
The benchmark suite consists of several SPEC workloads representing applications that 

are the common targets of virtualization and server consolidation. Each of these standard 

workloads is designed to match a typical server consolidation scenario's resource 

requirements for CPU, memory, disk I/O, and network utilization for each workload 

[Spec11]. The SPEC workloads used are:  

 SPECweb2005 - This workload represents a web server, a file server, and an 

infrastructure server. The SPEC web workload is partitioned into two virtual 

machines (VMs): a web server and a combined file server and backend 

server (BeSim). Specifically, the support workload is only used, and the 

characteristics of the download file are modified.  

 SPECjAppserver2004 - This workload represents an application server and 

backend database server. Specifically, the SPECjAppServer is modified in a 

way to create a dynamic load, the database scale is increased, and the session 

lengths are decreased.  

 SPECmail2008 - This workload represents a mail server. Specifically, we 

modified the SPEC mail IMAP with new transactions. 
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SPEC poll is an additional workload being created. SPEC poll serves two purposes: it 

sends and acknowledges network pings 1) against the idle server in 100% load phase to 

measure its responsiveness and 2) to all VMs in the 0% load phase (active idle) during 

power-enabled runs [Spec11].  

When consolidating servers, lightly loaded systems are considered. These systems will 

still place resource demands upon the virtualization layer even when idle and will affect 

the performance of other virtual machines [Spec11]. 

Datacenter workloads are researched thoroughly to determine suitable load parameters. 

The test methodology is expected to ensure that the results scale up with the capabilities 

of the system. ―The benchmark does not require that each workload have a maximum 

number of logical (hardware-wise) processors and is designed to run on a broad range of 

single host systems‖ [Spec11].The benchmark requires significant amounts of memory 

(RAM), storage, and networking in addition to processors on the System under Test. 

Client systems used for load generation must also be configured well to prevent overload.  

 
 
3.2 Virtual Machines and Tiles 

 

Figure 5 shows the definition of the tile. Tile consists of six virtual machines and is 

designed as illustrated below. 
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Figure 5: The Definition of a Tile 

 

 The web server and infrastructure server share an internal (private) network connection 

and the application server and database server share an internal (private) network 

connection to emulate a typical datacenter network use. All virtual machines use an 

external (public) network to communicate with each other and with the other clients and 

controller in the test bed. Figure 6 shows the interaction between the tile and the 

workload. 
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Figure 6: Interaction between the Tile and Harness Workloads 

 

―Scaling the workload on the System under Test consists of running an increasing 

number of tiles‖ [Spec11]. Scaling the workload is an important criterion in this 

benchmark. ―Peak performance is the point at which the addition of another tile (or 

fraction) either fails the Quality of service (QOS) criteria or fails to improve the overall 

metric ―[Spec11]. Figure 7 shows the Multi-tile and client harness configuration. 
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Figure 7: Multi-tile and Harness Configuration 

 

A fractional load tile is used when the System under test does not have sufficient system 

resources to fully support load of an additional tile because of hardware constraints. A 

fractional tile consists of an entire tile with all six Virtual Machines but running at a 

reduced percentage of its full load [Spec11], so that the system performance can be 

measured when it is completely saturated. 
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Chapter 4 
 

METRICS AND SUBMETRICS 

 

There are three categories of results supported by SPECvirt_sc2010 benchmark as 

discussed in the previous section. Each category has different primary metric and the 

results are compared within that category. This thesis focuses on the first category 

Performance-Only and its metric is expressed as SPECvirt_sc2010 <Overall_Score> @ 

<6 * Number_of_Tiles> VMs on the reporting page after the benchmark run is completed 

[Spec11]. The overall score is based upon the following metrics of the three component 

workloads: [Spec11] 

1. Web server - requests/second at a given number of simultaneous sessions  

2. Mail server - the sum of all operations/second at a given number of users  

3. Application server - operations/second (JOPS) at a given injection rate, load 

factor  

4. Idle server - msec/network ping (not part of the metric calculation)  

―The overall score is calculated by taking each component workload in each tile and 

normalizing it against its theoretical maximum for the pre-defined load level. The three 

normalized throughput scores for each tile are averaged arithmetically to create a per-tile 

sub metric, and the sub metrics of all tiles are added to get the overall performance 

metric‖ [Spec11]. The SPECvirt_sc2010 metric reports this overall metric along with the 

total number of VMs used (6* Number of _Tiles). Each workload receives equal 

weighting when determining the score.  Since the injection load for the three workloads is 
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fixed (500 web users, 500 mail users, 20IR average jApp load), a theoretical maximum 

score can be determined. 

Control.config: 

# WORKLOAD_SCORE_TMAX_VALUE is the theoretical maximum throughput rate 

for each Workload 

WORKLOAD_SCORE_TMAX_VALUE [0] = 34.87 (Application server) 

WORKLOAD_SCORE_TMAX_VALUE [1] = 54.17 (Web server) 

WORKLOAD_SCORE_TMAX_VALUE [2] = 89.93 (Mail server) 

WORKLOAD_SCORE_TMAX_VALUE [3] = 0 (Idle server) 

Therefore, for example, a score may be calculated as shown below with the results 

obtained from the SPECvirt_sc2010 benchmarking of application server, web server, 

mail server: Letting x = Application server, y = Web server and z = Mail server, the per- 

tile score may be calculated as follows:  

(x/34.86 + y/53.72 + z/89.93) / 3 * 100. 

The score is calculated by adding all the per-tile scores for multi-tile scores. 

Fractional tile is added when the system does not have sufficient resources to support a 

complete tile. One fractional tile is configured to use one-tenth to nine-tenths of a tile's 

normal load level. It can be incremented in one-tenths. In this way, the system can be 

fully saturated under test and accurate metrics can be reported. The sub-metrics must 

meet the QOS criteria adapted from each SPEC standard workload. 
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Chapter 5 
 

HARDWARE REQUIREMENTS 
 

5.1 System under Test Hardware and Software Configuration 

 
Hardware configuration used for the system under test (SUT) is very critical for 

benchmarking of different Hypervisors. Hypervisors, especially bare metal Hypervisors, 

in general support a limited set of hardware. When benchmarking different Hypervisors 

on the same hardware, the hardware should be compatible with each Hypervisor. The 

hardware of the SUT used for this benchmark was able to run ESXi, Xen and KVM 

Hypervisors without any issues. The hardware configuration of the SUT used in this 

benchmark is given in Table 2. The Hypervisor was installed on the 500GB hard drive. 

Each tile‘s virtual machine running the mail server, database server, application server 

and infra server was installed to a dedicated solid-state drive. Mail server, database 

server, application server and infra server needs very high data throughput hard drive, 

which was made possible by using the solid-state drive. The idle server and web server, 

which does not need high-speed hard drive, was installed to the 500GB 7200RPM 

SATA2 hard drive. 

 

System Under Test Hardware Configuration (SUT) 

Motherboard P7P55D-E ASUS Mother Board 

Processor Intel Core i7-875K 2.93GHz 

Memory 16384 MB SDRAM 

Storage Controllers Intel P55 Express Chipset Onboard 
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Storage Drives 
1 x 500GB SATA2 7200RPM 

3 x 120GB SATA3 SSD 

Network Adapters Intel PWLA8391GT PRO/1000 GT PCI Network Adapter 

 
Table 2: System Under Test Hardware Configuration. 

 
 
5.2 Client Hardware Configuration 

 

In this benchmark, multi-tiles were run simultaneously. Each tile requires one client 

computer for running the benchmark. Since provisioning of multiple client hardware 

could be tedious, as recommended by the SPECvirt benchmark the clients were run in a 

virtual environment. Xen Hypervisor was used to create and run the virtual clients. The 

client hardware on which Xen Hypervisor ran is shown in Table 3. 

 

Client Hardware Configuration 

Motherboard Intel DP67BGB3 Mother Board 

Processor Intel Core i7 2600K 3.4GHz 

Memory 16384 MB SDRAM 

Storage Controllers Intel P55 Express Chipset Onboard 

Storage Drives 1x 500GB Western Digital 

Network Adapters Intel® 82579V Gigabit Ethernet Controller 

 
Table 3: Client Hardware Configuration 
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Chapter 6 

METHODOLOGY 

 

In this chapter, the systematic procedure involved in the setup of the Hypervisor on the 

SUT, Hypervisor on the client computer, virtual machines on the SUT and client 

computer are all described.  

 

6.1 Hypervisor Setup 

6.1.1 XenServer Hypervisor Installation on the SUT 

 
Follow the steps below to install the XenServer Hypervisor on the SUT 

1. Download the CD image file for the free XenServer by visiting 

http://www.citrix.com/lang/English/lp/lp_1688615.asp. 

2. Burn the image file to a CD. 

3. Boot from the CD. 

4. Install the Hypervisor to the first hard drive in the SUT. 

5. Reboot the SUT. 

6. Hypervisor will boot up and will display a configuration window with the IP 

address for remote access. 

7. Open the http://IP and download the setup for XenCenter from another desktop 

or laptop computer running a windows operating system. 

8. Run the XenCenter setup. 

9. XenCenter can be used to create VM, modify VM configuration, 

start/stop/reboot VM. 
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10. End of installation 

 

6.1.2 VMware ESXi Hypervisor Installation on the SUT 

 
Follow the below steps to install the VMware ESXi Hypervisor 

1. Download the CD image file for the free VMware ESXi by visiting 

https://www.vmware.com/tryvmware/?p=free-esxi&lp=default. 

2. Burn the image file to a CD. 

3. Boot from the CD. 

4. Install the Hypervisor to the first hard drive in the SUT. 

5. Reboot the SUT. 

6. Hypervisor will boot up and will display a configuration window with the IP 

address for remote access (IP). 

7. Open the http://IP and download the setup for VMware vSphere Client from 

another desktop or laptop computer running a windows operating system. 

8. Run the VMware vSphere Client setup. 

9. VMware vSphere Client can be used to create VM, modify VM configuration, 

start/stop/reboot VM. 

10. End of installation 

 

6.1.3 Ubuntu KVM Hypervisor Installation on SUT 

 
Follow the below steps to install the KVM Hypervisor 

1. Download the CD image file for the Ubuntu Server from 
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http://www.ubuntu.com/download/server/download 

2. Burn the image file to a CD 

3. Boot from the CD 

4. Install the Ubuntu server to the first hard drive in the SUT 

5. Reboot the SUT 

6. Login using the user name created during the setup 

7. Execute sudo bash 

8. Execute apt-get update 

9. Execute apt-get install Ubuntu-desktop 

10. Execute reboot 

11. Ubuntu desktop environment will boot up 

12. Open Synaptic Package Manager and install virt-manager 

13. virt-manager can be used to create VM, modify VM configuration, 

start/stop/reboot VM 

14. End of installation 

 

6.1.4 XenServer Hypervisor Installation on Client System 

 
The installation of the XenServer Hypervisor on the Client System is exactly the same 

steps involved in the installation of the XenServer Hypervisor on the SUT. After the 

installation of the XenServer Hypervisor, four virtual machines were created with the 

following configurations:  

Two Virtual CPU, 30GB Hard Drive, 3GB memory and 1Gbps Network Card.  

Perform the following software configuration on all four of the virtual machines 
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1.  Install Windows 7 32bit Professional 

2. Install the SPECvirt_sc2010 v1.01 client software components. 

3. Install apache-tomcat-7.0.16 on all of the non-master client virtual machine. 

Apache-tomcat-7.0.16 is required to run the emulator component of the 

SPECvirt client software. 

4. Install Java SE Runtime Environment 1.6.0_26-b03. 

 

6.2 Java Run Time Environment Installation 

 
Java Runtime Environment (JRE) has to be installed on all the virtual machines on each 

tile and on the client virtual machines. JRE should be installed before installing any other 

components of SPECvirt. To install JRE for windows environment visit 

http://www.java.com/en/download/index.jsp. To install JRE for Linux environment 

execute the below commands at the command prompt 

sudo bash 

apt-get update 

apt-get install openjdk-6-jre-headless 

 

6.3 SPEC poll Driver Installation on Virtual Machines Running in SUT 

 

SPEC poll driver needs to be running on all of the virtual machines in the SUT.  

Table 4 lists the terminal commands that need to be executed on the VM running on the 

SUT before each benchmark run. 
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VM SPECpoll Driver Startup Command 

Appserver 

"C:\Program Files 

(x86)\Java\jre6\bin\java.exe" -jar 

C:\SPECvirt_sc2010\SPECpoll\pollme.jar  -n 

appserver -p 8001 

Dbserver 

"C:\Program Files 

(x86)\Java\jre6\bin\java.exe" -jar 

C:\SPECvirt_sc2010\SPECpoll\pollme.jar  -n 

dbserver -p 8001 

Infraserver 

"C:\Program Files 

(x86)\Java\jre6\bin\java.exe" -jar 

C:\SPECvirt_sc2010\SPECpoll\pollme.jar  -n 

1.1.1.2 -p 8001 

Webserver 

"C:\Program Files (x86)\ Java\ jre6\ bin\ 

java.exe" -jar 

C:\SPECvirt_sc2010\SPECpoll\pollme.jar  -n 

webserver -p 8001 

Idleserver 

C:\WINDOWS\system32\java.exe -jar 

C:\SPECvirt_sc2010\SPECpoll\pollme.jar  -n 

idleserver -p 8001 

Mailserver 

java –jar /opt /SPECvirt_sc2010/ 

SPECpoll/pollme.jar -n mailserver -p 8001 

 
Table 4: SPEC poll Driver Startup Command List. 
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6.4 Tile Configuration 

6.4.1 Infraserver Configuration 

6.4.1.1 Virtual Machine  

 
Create a virtual machine by visiting the client manager of the respective Hypervisor. The 

VM should have a configuration as listed below 

 1 Virtual CPU 

 400MB of memory 

 44GB Hard drive 

 2 network cards 

Network Card 1 should be connected to the private network called Net1. Network Card 2 

should be connected to the bridged network called Net2. In addition, Install Windows 

Server 2008 R2 64 Bit and install all the patches and updates. Install Specvirt_sc2010 

v1.01. 

 

6.4.1.2 Internet Information Service Installation and Configuration 

 
1. Install Internet Information Service (IIS) by visiting Server ManagerRoles and 

select IIR role. 

2. Change the Default website port to 81 by visiting the IIS configuration manager 

3. Change the Path Credential for the default website by visiting the Basic Settings 

option for the default website 

4. Enable Anonymous authentication for the default website 
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6.4.1.3 BeSim Configuration 

 
1. Copy C:\SPECvirt_sc2010\SPECweb2005\Besim\bin\win32.isapi\Besim.dll to 

the root web folder c:\inetpub\wwwroot. 

2. Add Handler Mapping for the Besim.dll by going to the IIS Manager 

3. Set the ‗Request Requisitions‘ to Execute. 

4. Select the besim from the ‗Handler Mapping‘ list . 

5. Select ‗Edit Feature Permissions‘ and select the read, script and execute 

permissions. 

6. Enable 32bit Applications for the default application pool in the IIS‘s list of 

application pool. 

7. Enable anonymous Authentication for the default web site. Use an admin account 

for the anonymous authentication. 

8. Create a folder named ‗Share‘ in C:\SPECvirt_sc2010 and share it for network 

access. 

9. Turn off password protected sharing for C:\SPECvirt_sc2010\Share  

 

6.4.2 Web Server Configuration 

6.4.2.1 Virtual Machine  

 
Create a virtual machine by visiting the client manager of the respective Hypervisor. The 

VM should have configuration as listed below: 

 1 Virtual CPU 

 800MB of memory 
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Figure 49: Application Server Performance 
at 2.7 Workload. 

 
Figure 50: Application Server QOS at 2.7 

Workload. 

  

  
 

Figure 51: Application Server Performance 
at 2.8 Workload. 

 
Figure 52: Application Server QOS at 2.8 

Workload. 
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Figure 53: Application Server Performance 
at 2.9 Workload. 

 
Figure 54: Application Server QOS at 2.9 

Workload. 
 
 
 
7.1.6 Mail Server Performance and QOS 

Figure 55 through Figure 67 shows the individual mail server performance and QOS for 

workloads ranging from 1.0 to 2.9.  

  
 

Figure 55: Mail Server Performance at 1.0 
Workload. 

 
Figure 56: Mail Server QOS at 1.0 

Workload. 
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Figure 57: Mail Server Performance at 2.0 

Workload. 

 
Figure 58: Mail Server QOS at 2.0 

Workload. 

  

 

 
 

 

 
Figure 59: Mail Server Performance at 2.5 

Workload. 

 
Figure 60: Mail Server QOS at 2.5 

Workload. 
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Figure 61: Mail Server Performance at 2.6 
Workload. 

 
Figure 62: Mail Server QOS at 2.6 

Workload. 
 
 

  
 

Figure 63: Mail Server Performance at 2.7 
Workload. 

 
 
 

 
Figure 64: Mail Server QOS at 2.7 

Workload. 
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Figure 65: Mail Server Performance at 2.8 
Workload. 

 
Figure 66: Mail Server QOS at 2.8 

Workload. 

 

 

 
 

 
Figure 67: Mail Server Performance at 2.9 

Workload. 

 
Figure 68: Mail Server QOS at 2.9 

Workload. 
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7.1.7 Statistical Significance Test 
 
                       

 
Table 10: Statistical Significance 

 
 

Table 10 shows the results of the T-test performed on the result data sets of ESXi and 

Xen. Since the p-value was greater than 0.05, T-test results show that, the difference in 

the result data set from ESXi and Xen is not statistically significant. ESXi was 

performing marginally better than Xen up to 2.6 tiles. For this type of benchmark run 

where all the conditions were same except the Hypervisor, the results may not be 

statistically significant using T-test.   

 
It should be noted that there is a compliance criterion applied to the performance scores. 

Performance score by itself cannot be used for comparison of Hypervisors, since, there is 

an associated compliance pass/fail grade associated for each SPECvirt benchmark run. 

Xen failed the compliance criteria for workloads of 2.7 and above. Due to the compliance 

criteria, it might not be appropriate to perform T-test on data sets above 2.7 tiles. Since 

Comparison p-value  

(Up to 2.6 Tile) 

Statistically significant 

Overall performance score of ESXi and Xen 0.9816 
 

No 

Overall QOS of ESXi and Xen 0.5785 
 

No 

Per Tile score of ESXi and Xen 0.9547 
 

No 

Web server performance of ESXi and Xen 0.9609 
 

No 

AppServer performance of ESXi and Xen 0.9707 
 

No 

Mail Server performance of ESXi and Xen 0.9345 
 
 

No 
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Chapter 8 
 

CONCLUSIONS 
 

In this thesis work, three different Hypervisors VMware ESXi, Xen and KVM were 

benchmarked using SPECvirt_sc2010. Selection of the server hardware was given careful 

consideration in order to make sure that all three Hypervisors would run without any 

performance issues due to hardware incompatibility. First-time configuration of SPECvirt 

was challenging due to multiple changes required to the SPECvirt configuration file. The 

database server, application server, infrastructure server, web server, idle server and mail 

server were successfully configured on each of the virtual machine running in a tile.  

 

The benchmark was run at various workloads consisting of single tile, multi-tile and 

partial tile workloads. The results from the benchmark were used to obtain the point of 

saturation of the workload for each of the Hypervisors under test. Also overall and 

individual performance score and the QOS were obtained for each of the Hypervisor 

under test.  

 

Based on the results it is evident that ESXi’s performance is the best, closely followed by 

Xen. ESXi was able to run the SPECvirt_sc 2010 benchmark with compliance up to 2.8 

tile workload, whereas Xen was able to run the benchmark only up to 2.6 tile workload 

with compliance to SPECvirt_sc2010. ESXi is able to run 6.7% workload more than that 

of Xen. When using ESXi for large-scale deployments, a 6.7% workload could translate 

to a significant cost saving on initial hardware purchase as well as operating costs.  
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T-test results show that the difference in the result data set from ESXi and Xen is not 

statistically significant. Due to a compliance criteria applied on the performance scores, 

T-test may not be an appropriate test to compare the data sets since Xen failed SPEC 

compliance tests for workloads of 2.7 and above.  

 

KVM was the least performing compared to Xen and ESXi. The superior performance of 

ESXi and Xen could be attributed to the fact that both are bare metal Hypervisors. It is a 

little bit surprising that Xen Hypervisor, which uses Para-virtualization, was not able to 

outperform ESXi, which uses full-virtualization.  

 

The poor performance of KVM may be attributed to not being a fully developed product. 

KVM is relatively new compared to VMware ESXi and Xen and hence may not be fully 

optimized by the open source development community. When Xen and ESXi are 

compared, ESXi outperformed Xen marginally. This is a surprise, since Xen advocates 

always cite the fact that Xen‘s para-virtualized drivers do not have the overhead when 

compared to the full-virtualized drivers and hence should perform better. However, based 

on the quantitative performance comparison ESXi outperformed Xen marginally, which 

is undermining the basic performance advantage of para-virtualized Xen Hypervisor. It 

seems that the drivers used by the Hypervisors do not contribute that much to the overall 

performance of the Hypervisor. The overall performance of the Hypervisor may be highly 

dependent on the algorithms, optimizations, maturity, scalability and the coding strategy 

used for the Hypervisor. This could be the reason that ESXi was able to outperform Xen.   
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Chapter 9 
 

FUTURE WORK 
 
 
Cloud Computing makes resources available on-demand from the customer. 

Virtualization plays a critical role in cloud computing. Two important aspects of 

virtualization that enable cloud computing are server consolidation and live migration. 

Server consolidation replaces many servers by virtual servers in one physical server. Live 

migration is the ability to move virtual machines across many physical servers.  

 

Today‘s standard benchmark SPECvirt_sc2010 presents a fixed load during measurement 

interval and VMs are in one server. In order to reflect the cloud-computing scenario there 

is a further need to vary the load during measurement interval so that as in the real world, 

a virtualized host has to deal with the challenge of managing resources across VMs with 

varying demands. For this TPC-V, benchmark is being developed as a standard by a 

standard committee group. As there is more demand for database virtualization instead of 

diverse workloads, database centric workloads are only aimed at transaction processing 

or decision support applications [Sethuraman10], and during the measurement interval, 

the loads are varied. If a Hypervisor is able to meet the TPC-V requirements on multiple 

server nodes, then the ability of live migration between hosts will also be highlighted by 

TPC-V.  

 

In this way resource management across many physical servers as per the needs of the 

user is also studied which characterizes the cloud scenario. The benchmark requires 

moderate number of virtual machines exercising enterprise applications. This benchmark 
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is based on TPC-E but cannot be compared to any other TPC-E benchmarks results 

[Sethuraman10].  

 

9.1 TPC –V Design considerations 

 
To facilitate the creation and loading of many different database sizes in one SUT, and to 

route different transactions to different Virtual Machines, some properties of TPC-E SUT 

are modified, but it retains the basic 33 schema and 10 transaction tables of TPC-E SUT. 

TPC-E SUT is the base for the TPC-V benchmark.  

The standard working group has defined three Virtual Machines that together form a Set 

for the TPC-V benchmark. Tier A component is one virtual machine and the Tier B 

component of the TPC-E SUT has been divided into two separate Virtual Machines. One 

virtual machine will handle the Trade-Lookup and Trade-Update transactions, simulating 

the high storage I/O load of a decision support environment. The second virtual machine 

will handle all other transactions, which have a CPU-heavy profile and represent an 

online transaction processing environments. [Sethuraman10]. 

 

9.1.1 The Set Architecture 

 
 The Set architecture focuses on the following two key areas: 

1) Basing the Load on the Performance of the Server: In order to avoid the limitations 

described in the existing benchmarks, the standard working group has devised a Set 

[Sethuraman10] architecture where both the number of Sets and the loads placed on each 

Set increases as the performance of the system increases. The advantage here is that the 

benchmark will emulate the behavior of real-world servers. Powerful hosts generate more 
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virtual machines and the virtual machines can handle more load. This ensures that TPC-V 

is a fitting benchmark for servers of all sizes, and it will stay relevant in the future as 

servers become more powerful. It is scalable and applicable to all kinds of powerful 

servers in the future. [Sethuraman10] 

 

2) Varying the load across Sets: In the existing benchmarks, there is a shortcoming that 

the same exact load is placed on all tiles (or Virtual Machines). In the real world, a 

virtualized host has to deal with the challenge of managing resources across virtual 

machines with varying demands. Therefore, each Set in a TPC-V configuration will 

contribute a different percentage of the overall throughput [Sethuraman10]. 

 

The exact number of Sets and the percentage contributed by each Set will depend on the 

prototyping experiments in the coming year. Metric for TPC-V is assumed in terms of 

transactions per second, and it is abbreviated to tpsV (the exact benchmark metric is yet 

to be named and defined) [Sethuraman10]. The following are the numerical values that 

will be used to initiate the prototyping process:  

 

 A Base Set, which contributes 15% of the overall throughput of the SUT  

 A Large Set, which contributes 45% of the overall throughput of the SUT  

 Variable Sets contribute the remaining 40% of the overall throughput  

 

Based on the performance of SUT, the exact number of Variable Sets and the division of 

the 40% among them is calculated. In ―steady state‖, the performance benchmarks are 
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measured, where the flow of work requests is adjusted to meet the capabilities of the 

system in a business model [Sethuraman10]. 

 

 The peak workload demands for each application are not simultaneous and may not be 

the same. One workload may be at a peak when another one is low. In such a situation, it 

enables the computer resources to be shifted from the low-use application to the high-use 

applications for some period of time, and then shifting the resources to another high 

demand application at a subsequent point and the process continues. [Sethuraman10]. 

 

The dynamic nature of each workload can be affected by a variety of influences that can 

result in an unpredictable shifting of resources resulting in an equally unpredictable 

amount of overall system output. Dynamically allocating resources to the virtual 

machines that are in high demand is a primary requirement of virtualized environment 

[Sethuraman10].  For any future work on comparison of Hypervisors for cloud 

environment, TPC-V benchmark may be used considering all the facts discussed above 

that it benchmarks live migration of workload among virtual machines and varying the 

load dynamically during the measurement interval similar to a real cloud environment. 
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APPENDIX A 
 

Besim Output 
 
 

Testing BESIM Requests for Ecommerce Workload 

 

 

 

http://infraserver:81/besim.dll?3&0&1079975569&500 

 

<html> 

<head><title>SPECweb2005 BESIM</title></head> 

<body> 

<p>SERVER_SOFTWARE = Microsoft-IIS/7.5 

<p>REMOTE_ADDR = 1.1.1.1 

<p>SCRIPT_NAME = /besim.dll 

<p>QUERY_STRING = 3&0&1079975569&500 

<pre> 

0 

DONE ResetDate = 20111113, Time=1079975569,Load=500,SL=11 

</pre> 

</body></html> 

 

 

 

http://infraserver:81/besim.dll?3&1 

 

<html> 

<head><title>SPECweb2005 BESIM</title></head> 

<body> 

<p>SERVER_SOFTWARE = Microsoft-IIS/7.5 

<p>REMOTE_ADDR = 1.1.1.1 

<p>SCRIPT_NAME = /besim.dll 

<p>QUERY_STRING = 3&1 

<pre> 

0 

5569&1200MHz Computers 

5570&1200MHz Computers 

5571&1200MHz Computers 

5572&1200MHz Computers 

5573&1200MHz Computers 

5574&1200MHz Computers 

5575&1200MHz Computers 

</pre> 

</body></html> 

 

 

 

http://infraserver:81/besim.dll?3&2&5 

 

<html> 

<head><title>SPECweb2005 BESIM</title></head> 

<body> 

<p>SERVER_SOFTWARE = Microsoft-IIS/7.5 

<p>REMOTE_ADDR = 1.1.1.1 
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<p>SCRIPT_NAME = /besim.dll 

<p>QUERY_STRING = 3&2&5 

<pre> 

0 

0569&Computers PRO0000 

0570&Computers PRO0000 

0571&Computers PRO0000 

0572&Computers PRO0000 

0573&Computers PRO0000 

0574&Computers PRO0000 

0575&Computers PRO0000 

0576&Computers PRO0000 

0577&Computers PRO0000 

0578&Computers PRO0000 

0579&Computers PRO0000 

0580&Computers PRO0000 

0581&Computers PRO0000 

</pre> 

</body></html> 

 

 

 

http://infraserver:81/besim.dll?3&3&Pro+Home+PDA 

 

<html> 

<head><title>SPECweb2005 BESIM</title></head> 

<body> 

<p>SERVER_SOFTWARE = Microsoft-IIS/7.5 

<p>REMOTE_ADDR = 1.1.1.1 

<p>SCRIPT_NAME = /besim.dll 

<p>QUERY_STRING = 3&3&Pro+Home+PDA 

<pre> 

0 

5569&Computers PRO0000 

5570&Computers PRO0000 

5571&Computers PRO0000 

5572&Computers PRO0000 

5573&Computers PRO0000 

5574&Computers PRO0000 

</pre> 

</body></html> 

 

 

 

http://infraserver:81/besim.dll?3&4&500 

 

<html> 

<head><title>SPECweb2005 BESIM</title></head> 

<body> 

<p>SERVER_SOFTWARE = Microsoft-IIS/7.5 

<p>REMOTE_ADDR = 1.1.1.1 

<p>SCRIPT_NAME = /besim.dll 

<p>QUERY_STRING = 3&4&500 

<pre> 

0 

All 

Application 


